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Abstract

In the event of a disaster, you can quickly launch resourcesin Amazon Web Services (AWS) to ensure business
continuity. This whitepaper highlights AWS services and features that you can leverage foryour disasterrecovery (DR)
processes to significantly minimize the impact on yourdata, your system, and your overall business operations. The
whitepaperalsoincludes scenarios that show you, step-by-step, how toimprove your DR plan and leverage the full
potential of the AWS cloud for disasterrecovery.

Introduction

Disasterrecovery (DR) isabout preparingforand recovering from a disaster. Any eventthat has a negative impacton a
company’s business continuity or finances could be termed a disaster. Thisincludes hardware or software failure, a
network outage, apoweroutage, physical damage to a building like fire or flooding, human error, or some other
significant event.

To minimize the impact of adisaster, companiesinvest time and resourcesto plan and prepare, to train employees, and
to document and update processes. The amount of investment for DR planning for a particular system can vary
dramatically depending on the cost of a potential outage. Companies that have traditional physical environments
typically must duplicate theirinfrastructure to ensure the availability of spare capacity in the event of adisaster. The
infrastructure needsto be procured, installed, and maintained sothatitis ready to support the anticipated capacity
requirements. During normal operations, the infrastructure typically is under-utilized or over-provisioned.

With Amazon Web Services (AWS), your company can scale up itsinfrastructure on an as-needed, pay-as-you-go basis.
You getaccess to the same highly secure, reliable, and fastinfrastructure that Amazon usestorunits own global
network of websites. AWS also gives you the flexibility to quickly change and optimize resources duringa DR event,
which can resultinsignificant cost savings.

This whitepaperoutlines best practices toimprove your DR processes, from minimal investments to full -scale availability
and fault tolerance, and shows you how you can use AWS servicesto reduce costand ensure business continuity during
a DR event.

amazon
webservices

Page 3 of 22



Amazon Web Services — Using AWS for Disaster Recovery October2014

Recovery Time Objective and Recovery Point Objective
This whitepaperusestwocommon industry terms for disaster planning:
Recovery time objective (RTO)! — The time it takes aftera disruption to restore a business process toits service level, as

defined by the operational levelagreement (OLA). Forexample, if adisasteroccursat 12:00 PM (noon) and the RTO s
eighthours, the DR process should restore the business process to the acceptable servicelevel by 8:00 PM.

Recovery point objective (RPO)? — The acceptable amount of data loss measuredin time. Forexample, if adisaster
occurs at 12:00 PM (noon) and the RPO is one hour, the system should recover all datathat wasin the system before
11:00 AM. Data loss will span only one hour, between 11:00 AM and 12:00 PM (noon).

A company typically decides on an acceptable RTO and RPO based on the financial impact to the business when systems
are unavailable. The company determines financial impact by considering many factors, such as the loss of business and
damage to itsreputation due to downtime and the lack of systems availability.

IT organizations then plan solutions to provide cost-effective system recovery based on the RPO within the timeline and
the service level established by the RTO.

Traditional DR Investment Practices

A traditional approach to DR involves differe nt levels of off-site duplication of data and infrastructure. Critical business
servicesare setup and maintained on thisinfrastructure and tested at regularintervals. The disaster recovery
environment’s location and the source infrastructure should be asignificant physical distance apartto ensure thatthe
disasterrecovery environmentisisolated from faults that could impact the source site.

At a minimum, the infrastructurethatis required to support the duplicate environment should include the following:

e Facilitiestohouse the infrastructure, including power and cooling.

e Securitytoensure the physical protection of assets.

e Suitable capacity toscale the environment.

e Supportfor repairing, replacing, and refreshing the infrastructure.

e Contractual agreementswith anInternet service provider (ISP)to provide Internet connectivity that can sustain
bandwidth utilization for the environment under afull load.

e Networkinfrastructure such asfirewalls, routers, switches, and load balancers.

e Enough server capacity to run all mission-critical services, including storage appliances for the supporting data,
and serverstorun applications and backend services such as userauthentication, Domain Name System (DNS),
DynamicHost Configuration Protocol (DHCP), monitoring, and alerting.

1 From http://en.wikipedia.org/wiki/Recovery_time_objective
2 From http://en.wikipedia.org/wiki/Recovery_point_objective
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AWS Services and Features Essential for Disaster Recovery

Before we discuss the various approachesto DR, it isimportantto review the AWS services and features that are the
most relevantto disasterrecovery. This section provides asummary.

In the preparation phase of DR, it is importantto considerthe use of services and features that support data migration
and durable storage, because they enable you torestore backed-up, critical datato AWS when disaster strikes. For some
of the scenarios thatinvolve eitherascaled-down ora fully scaled deployment of your systemin AWS, compute
resources will be required aswell.

Whenreactingto a disaster, itis essential to either quickly commission compute resources to run your systemin AWS or
to orchestrate the failoverto already running resources in AWS. The essentialinfrastructure piecesinclude DNS,
networking features, and various Amazon Elastic Compute Cloud (Amazon EC2) features described laterin this section.

Regions

Amazon Web Services are available in multiple regions around the globe, so you can choose the most appropriate
location foryour DR site, inaddition to the site where your system s fully deployed. AWS has multiplegeneral purpose
regionsinthe Americas, EMEA, and Asia Pacific thatanyone with an AWS account can access. Special-use regions are
alsoavailable forgovernmentagencies and for China. See the full list of available regions here.

Storage

Amazon Simple Storage Service (Amazon S3) provides a highly durable storage infrastructure designed for mission-
critical and primary data storage. Objects are redundantly stored on multiple devices across multiple facilities within a
region, designed to provide adurability of 99.999999999% (11 9s). AWS providesfurther protection for dataretention
and archiving through versioningin Amazon S3, AWS multi-factor authentication (AWS MFA), bucket policies, and AWS
Identity and Access Management (IAM).

Amazon Glacier provides extremely low-cost storage for data archivingand backup. Objects (or archives, as they are
knownin Amazon Glacier) are optimized forinfrequent access, for which retrieval times of several hours are adequate.
Amazon Glacieris designed forthe same durabilityas Amazon S3.

Amazon Elastic Block Store (Amazon EBS) provides the ability to create point-in-time snapshots of datavolumes. You can
use the snapshots as the starting point for new Amazon EBS volumes, and you can protect your data forlong-term
durability because snapshots are stored within Amazon S3. Afteravolume is created, you can attach itto a running
Amazon EC2 instance. Amazon EBS volumes provide off-instance storage that persistsindependently from the life of an
instance andisreplicated across multipleserversinan Availability Zone to prevent the loss of data from the failure of
any single component.

AWS Import/Export accelerates moving large amounts of datainto and out of AWS by using portable storage devices for
transport. AWS Import/Export bypasses the Internet and transfers your datadirectly onto and off of storage devices by
means of the high-speedinternal network of Amazon. Fordatasets of significant size, AWS Import/Exportis often faster
than Internettransferand more cost effective than upgrading your connectivity. You can use AWS Import/Export to
migrate data intoand out of Amazon S3 buckets and Amazon Glacier vaults or into Amazon EBS snapshots.

AWS Storage Gateway is a service that connects an on-premises software appliance with cloud-based storage to provide
seamlessand highly secure integration between your on-premises IT environment and the storage infrastructure of
AWS.
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AWS Storage Gateway supports three different configurations:

Gateway-cached volumes — You can store your primary data in Amazon S3 and retain your frequently accessed data
locally. Gateway-cached volumes provide substantial cost savings on primary storage, minimize the need to scale your
storage on-premises, and retain low-latency access to your frequently accessed data.

Gateway-stored volumes — Inthe eventthatyou needlow-latency access to your entire dataset, you can configure
your gateway to store your primary data locally, and asynchronously back up point-in-time snapshots of this datato
Amazon S3. Gateway-stored volumes provide durable and inexpensive off-site backups that you can recoverlocally or
from Amazon EC2 if, forexample, you need replacement capacity for disasterrecovery.

Gateway-virtual tape library (gateway-VTL) — With gateway-VTL, you can have an almost limitless collection of virtual
tapes. You can store each virtual tape ina virtual tape library (VTL) backed by Amazon S3 or a virtual tape shelf (VTS)
backed by Amazon Glacier. The virtual tape library exposes anindustry standard iSCSl interface that provides your
backup application with on-line access to the virtual tapes. When you nolonger require immediate or frequent access to
data contained on a virtual tape, you can use your backup applicationto move itfromits VTL to your VTS to further
reduce your storage costs.

Compute

Amazon ElasticCompute Cloud (Amazon EC2) provides resizable compute capacity in the cloud. Within minutes, you can
create Amazon EC2 instances, which are virtual machines over which you have complete control. Inth e context of DR,
the ability to rapidly create virtual machines that you can control is critical. To describe every feature of Amazon EC2is
outside the scope of thisdocument; instead; we focus on the aspects of Amazon EC2 that are most relevantto DR.

Amazon Machine Images (AMls) are preconfigured with operating systems, and some preconfigured AMIs might also
include application stacks. You can also configure yourown AMls. In the context of DR, we strongly recommend thatyou
configure and identify your own AMls so that they can launch as part of yourrecovery procedure. Such AMls should be
preconfigured with your operating system of choice plus appropriate pieces of the application stack.

Availability Zones are distinct locations that are engineered to be insulated from failures in other Availability Zones.They
also provide inexpensive, low-latency network connectivity to other Availability Zones in the same region. By launching
instancesin separate AvailabilityZones, you can protect your applications from the failure of asingle location. Regions
consistof one or more Availability Zones.

The Amazon EC2 VM Import Connector virtual appliance enables you toimportvirtual machine images from your
existingenvironment to Amazon EC2 instances.

Networking

Whenyou are dealing with adisaster, it’s very likely that you will have to modify network settings as yoursystemis
failing overtoanothersite. AWS offers several services and features that enable you to manage and modify network
settings.

Amazon Route 53 isa highly available and scalable Domain Name System (DNS)web service. It gives developers and
businesses areliable, cost-effective way to route users to Internet applications. Amazon Route 53includes a number of
global load-balancing capabilities (which can be effective when you are dealing with DR scenarios such as DNS endpoint
health checks) and the ability to failover between multiple endpoints and even staticwebsites hosted in Amazon S3.

ElasticIP addresses are staticIP addresses designed for dynamiccloud computing. However, unlike traditional staticIP
addresses, ElasticIP addresses enable you to mask instance or Availability Zone failures by programmatically remapping
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your publiclP addressestoinstancesinyouraccountina particularregion. For DR, you can also pre -allocate some IP
addressesforthe most critical systems so that theirIP addresses are already known before disaster strikes. This can
simplify the execution of the DR plan.

Elastic Load Balancing automatically distributes incoming application trafficacross multiple Amazon EC2instances. It
enablesyoutoachieve even greaterfault tolerance in yourapplications by seamlessly providing the load-balancing
capacity that is neededinresponsetoincomingapplication traffic. Just as you can pre-allocate ElasticIP addresses, you
can pre-allocate yourload balancerso thatits DNS name is already known, which can simplify the execution of your DR
plan.

Amazon Virtual Private Cloud (Amazon VPC) lets you provision a private, isolated section of the AWS cloud where you
can launch AWS resourcesina virtual network that you define. You have complete control overyourvirtual networking
environment, including selection of yourown IP address range, creation of subnets, and configuration of route tables
and network gateways. This enablesyouto create a VPN connection between your corporate data centerand yourVPC,
and leverage the AWS cloud as an extension of your corporate data center. In the context of DR, you can use Amazon
VPCto extend yourexisting network topologyto the cloud; this can be especially appropriate when recovering
enterprise applications that are typically onthe internal network.

Amazon Direct Connect makesiteasy to setup a dedicated network connection from your premises to AWS. In many
cases, this can reduce your network costs, increase bandwidth throughput, and provide amore consistent n etwork
experience than Internet-based connections.

Databases
For yourdatabase needs, considerusingthese AWS services:

Amazon Relational Database Service (Amazon RDS) makes it easy tosetup, operate, and scale a relational database in
the cloud. You can use Amazon RDS eitherinthe preparation phase for DR to hold yourcritical data in a database thatis
already running, orinthe recovery phase torun your production database. When you want to look at multiple regions,
Amazon RDS gives you the ability to snapshot datafrom one region to another, and also to have a read replicarunningin
anotherregion.

Amazon DynamoDBis a fast, fully managed NoSQL database service that makesitsimpleand cost-effective to store and
retrieve any amount of data and serve any level of request traffic. It has reliable throughput and single-digit, millisecond
latency. You can also useitin the preparation phase to copy data to DynamoDBin anotherregion orto Amazon S3.
Duringthe recovery phase of DR, you can scale up seamlessly in a matter of minutes with asingle click or APl call.

Amazon Redshiftis afast, fully managed, petabyte-scale data warehouse service that makes it simple and cost-effective
to efficiently analyze all your data using your existing business intelligence tools. You can use Amazon Redshiftinthe
preparation phase to snapshot your data warehouse to be durably stored in Amazon S3 within the same region or
copiedtoanotherregion. During the recovery phase of DR, you can quickly restore your data warehouse into the same
region or withinanother AWS region.

You can alsoinstall and run your choice of database software on Amazon EC2, and you can choose from a variety of
leading database systems.

For more information about database options on AWS, see Running Databases on AWS.
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Deployment orchestration

Deploymentautomation and post-startup software installation/configuration processes and tools can be usedin
Amazon EC2. We highly recommend investmentsinthis area. This can be very helpfulinthe recovery phase, enabling
youto create the required set of resourcesinanautomated way.

AWS CloudFormation gives developers and systems administrators an easy way to create a collection of related AWS
resources and provisiontheminan orderly and predictable fashion. You can create templates foryourenvironments
and deploy associated collections of resources (called a stack) as needed.

AWS ElasticBeanstalkis an easy-to-use service for deploying and scaling web applications and services developed with
Java, .NET, PHP, Node.js, Python, Ruby, and Docker. You can deploy your application code, and AWS Elastic Beanstalk
will provision the operating environment foryourapplications.

AWS OpsWorks is an application management service that makes it easy to deploy and operate applications of all types
and sizes. You can define yourenvironment as a series of layers, and configure each layeras a tier of your application.
AWS OpsWorks has automatic host replacement, sointhe event of aninstance failure it will be automatically replaced.
You can use AWS OpsWorks in the preparation phase to template your environment, and you can combine it with AWS
CloudFormationinthe recovery phase. You can quickly provision a new stack from the stored configuration that
supports the defined RTO.

Security and compliance

There are many security-related features across the AWS services. We recommend that you review the Security Best
Practices whitepaper. AWS also provides furtherrisk and compliance informationinthe AWS Security Center. A full
discussion of security is out of scope for this paper.
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Example Disaster Recovery Scenarios with AWS

Thissection outlines four DR scenarios that highlight the use of AWS and compare AWS with traditional DR methods.
The followingfigure shows aspectrum for the four scenarios, arranged by how quickly a system can be available to users
aftera DR event.

Backup &
Restore

AWS Multi Region

Figure 1: Spectrum of Disaster Recovery Options

AWS enablesyouto cost-effectively operate each of these DR strategies. It’simportant to note that these are just
examples of possibleapproaches, and variations and combinations of these are possible. If yourapplicationis already
runningon AWS, then multipleregions can be employed and the same DR strategies will still apply.

Backup and Restore

In mosttraditional environments, datais backed up to tape and sent off-site regularly. If you use this method, it can take
alongtime to restore yoursysteminthe eventof a disruption ordisaster. Amazon S3is an ideal destination for backup
data that might be needed quicklyto performarestore. Transferring datato and from Amazon S3 is typically done
through the network, andis therefore accessible from any location. There are many commercial and open-source
backup solutions that integrate with Amazon S3. You can use AWS Import/Export to transfervery large data sets by
shipping storage devices directly to AWS. Forlonger-term data storage where retrieval times of several hours are
adequate, there is Amazon Glacier, which has the same durability model as Amazon S3. Amazon Glacieris a low-cost
alternative starting from $0.01/GB per month. Amazon Glacierand Amazon S3 can be used in conjunction to produce a
tiered backup solution.

AWS Storage Gateway enables snapshots of your on-premises data volumes to be transparently copied into Amazon S3
for backup. You can subsequently create local volumes or Amazon EBS volumes from these snapshots.

Storage-cached volumes allow you to store your primary data in Amazon S3, but keep yourfrequently accessed data
local for low-latency access. As with AWS Storage Gateway, you can snapshot the data volumes to give highly durable
backup. In the event of DR, you can restore the cache volumes eitherto a second site running a storage cache gateway
or to Amazon EC2.

You can use the gateway-VTLconfiguration of AWS Storage Gateway as a backup target for yourexisting backup
management software. This can be used as a replacement for traditional magnetictape backup.

For systemsrunning on AWS, you also can back up into Amazon S3. Snapshots of Amazon EBS volumes, Amazon RDS
databases, and Amazon Redshift datawarehouses can be stored in Amazon S3. Alternatively, you can copy files directly
into Amazon S3, or you can choose to create backup files and copy those to Amazon S3. There are many backup
solutionsthat store datadirectlyin Amazon S3, and these can be used from Amazon EC2 systemsas well.
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The following figure shows data backup options to Amazon S3, from eitheron-siteinfrastructure or from AWS.
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Figure 2: Data Backup Options to Amazon S3 from On-Site Infrastructure or from AWS.

Of course, the backup of your data is only half of the story. If disaster strikes, you’llneed to recoveryour data quickly
and reliably. You should ensure that your systems are configured to retain and secure your data, and you should test

your data recovery processes.

The following diagram shows how you can quickly restore a system from Amazon S3 backups to Amazon EC2.

:" ————— e —— ——————— _— %

4

[ 1

I I

| Data copied |

from objects |

I B in 53 !

I J

Amazon EC2 H

| Data | H

volume I

| Instance Amazon 53 :

| quickly | Bucket

provisionad | :

I from AMI

| I

| Pre-bundled |

with OS and

| applications I

| I

| AMI |

| |

Availability Zone :

: \ ilabili ) ;

5 .~ . #
AWS Region

Figure 3: Restoring a System from Amazon S3 Backups to Amazon EC2
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Key steps forbackup andrestore:
1. Selectanappropriate tool or method to back up yourdatainto AWS.
2. Ensurethat you have an appropriate retention policy for this data.
3. Ensurethat appropriate security measures are in place for this data, including encryption and access policies.
4

Regularly test the recovery of this dataand the restoration of your system.

Pilot Light for Quick Recoveryinto AWS

The term pilot light is often used to describe a DR scenario in which a minimal version of an environmentis always
runninginthe cloud. The idea of the pilotlightis ananalogy that comesfrom the gas heater. Ina gas heater, a small
flame that’s always on can quickly ignite the entirefurnace to heat up a house.

Thisscenarioissimilartoa backup-and-restore scenario. For example, with AWS you can maintain a pilotlight by
configuringand running the most critical core elements of yoursystemin AWS. When the time comes forrecovery, you
can rapidly provision afull-scale production environment around the critical core.

Infrastructure elementsforthe pilot lightitself typically include your database servers, which would replicate data to
Amazon EC2 or Amazon RDS. Depending on the system, there might be other critical data outside of the database that
needsto be replicated to AWS. This is the critical core of the system (the pilotlight) around which all other
infrastructure piecesin AWS (the rest of the furnace) can quickly be provisioned to restore the complete system.

To provision the remainder of the infrastructure to restore business-critical services, you would typically have some pre-
configured servers bundled as Amazon Machine Images (AMls), which are ready to be started up at a moment’s notice.
When starting recovery, instances from these AMIs come up quickly with their pre-defined role (forexample, Web or
App Server) withinthe deployment around the pilot light. From a networking point of view, you have two main options
for provisioning:

e Use ElasticIP addresses, which can be pre-allocated and identified in the preparation phase for DR, and
associate them with yourinstances. Note that for MAC address-based software licensing, you can use elastic
networkinterfaces (ENIs), which have a MAC address that can also be pre-allocated to provision licenses against.
You can associate these with yourinstances, justas you would with ElasticIP addresses.

e Use ElasticLoad Balancing (ELB) to distribute trafficto multiple instances. You would then update your DNS
records to pointat your Amazon EC2 instance or pointto your load balancerusinga CNAME. We recommend
this optionfortraditional web-based applications.

For less critical systems, you can ensure that you have any installation packages and configuration information available
in AWS, forexample, inthe form of an Amazon EBS snapshot. This will speed up the application serversetup, because
you can quickly create multiple volumes in multiple Availability Zones to attach to Amazon EC2 instances. You can then
install and configure accordingly, forexample, by using the backup-and-restore method.

The pilotlight method gives you a quicker recovery time than the backup-and-restore method because the core pieces
of the system are already runningand are continually kept up to date. AWS enables youtoautomate the provisioning
and configuration of the infrastructure resources, which can be a significant benefit to save time and help protect
againsthuman errors. However, you will stillneed to perform some installation and configuration tasks to recover the
applicationsfully.
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Preparation phase

The following figure shows the preparation phase, in which you need to have yourregularly changi ng datareplicated to
the pilotlight, the small core around which the full environment will be started in the recovery phase. Yourless
frequently updated data, such as operating systems and applications, can be periodically updated and stored as AMis.
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Figure 4: The Preparation Phase of the Pilot Light Scenario

Key stepsfor preparation:

LANEE I A A

Recovery phase

Setup Amazon EC2 instancestoreplicate or mirror data.
Ensure that you have all supporting custom software packages available in AWS.

Create and maintain AMIs of key servers where fastrecoveryis required.

Considerautomatingthe provisioning of AWS resources.

Regularly runthese servers, testthem, and apply any software updates and configuration changes.

To recoverthe remainder of the environmentaround the pilot light, you can start your systems from the AMIs within
minutes on the appropriate instance types. Foryourdynamicdata servers, you can resize them to handle production
volumes as needed oradd capacity accordingly. Horizontal scaling often is the most cost-effective and scalable approach
to add capacity to a system. Forexample, you can add more web servers at peak times. However, you can also choose
larger Amazon EC2 instance types, and thus scale vertically forapplications such as relational databases. From a
networking perspective, any required DNS updates can be done in parallel.
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Afterrecovery, youshould ensure that redundancy is restored as quickly as possible. A failure of your DR environment
shortly afteryour production environmentfails is unlikely, but you should be aware of this risk. Continue to take regular
backups of yoursystem, and consideradditional redundancy at the data layer.

The following figure shows the recovery phase of the pilotlight scenario.
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Figure 5: The Recovery Phase of the Pilot Light Scenario.

Key stepsforrecovery:
1. Start yourapplication Amazon EC2instances from yourcustom AMis.
2. Resize existing database/datastore instancesto processthe increased traffic.
3. Addadditional database/datastore instances to give the DRsite resilience inthe datatier;if you are using
Amazon RDS, turn on Multi-AZ toimprove resilience.
4. Change DNSto pointat the Amazon EC2 servers.
5. Install and configure any non-AMl based systems, ideally in an automated way.
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Warm Standby Solutionin AWS

The term warm standby is used to describe a DR scenario in which a scaled-down version of afully functional
environmentisalways runninginthe cloud. A warm standby solution extends the pilotlight elements and preparation. It
furtherdecreasesthe recovery time because some services are always running. By identifying your business-critical
systems, you can fully duplicate these systems on AWS and have them always on.

These servers can be runningon a minimum-sized fleet of Amazon EC2 instances on the smallest sizes possible. This
solutionis notscaled totake a full-production load, butitis fully functional. It can be used for non-production work,
such as testing, quality assurance, and internal use.

In a disaster, the system s scaled up quickly to handle the productionload. In AWS, this can be done by adding more
instancestothe load balancerand by resizing the small capacity serverstorunonlarger Amazon EC2 instance typ es. As
statedinthe precedingsection, horizontal scalingis preferred over vertical scaling.

Preparation phase

The following figure shows the preparation phase forawarm standby solution, in which an on-site solution and an AWS
solutionrunside-by-side.
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Figure 6: The Preparation Phase of the Warm Standby Scenario.
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Key steps for preparation:

1. Setup AmazonEC2 instancesto replicate or mirror data.
2. Create and maintain AMls.
3. Runyourapplication usingaminimal footprint of Amazon EC2instances or AWS infrastructure.
4. Patch and update software and configuration filesin linewith your live environment.
Recovery phase

In the case of failure of the production system, the standby environment will be scaled up for productionload, and DNS
records will be changed toroute all trafficto AWS.
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Figure 7: The Recovery Phase of the Warm Standby Scenario.

Key stepsforrecovery:

1
2.
3.

Increase the size of the Amazon EC2 fleetsin service with the load balancer (horizontal scaling).
Start applications on larger Amazon EC2 instance types as needed (vertical scaling).

Either manually change the DNSrecords, or use Amazon Route 53 automated health checks so thatall trafficis
routed to the AWS environment.

Considerusing Auto Scaling toright-size the fleet oraccommodate the increased load.

Add resilience orscale up your database.
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Multi-Site Solution Deployed on AWS and On-Site

A multi-site solution runsin AWS as well as on your existing on-site infrastructure, in an active-active configuration. The
data replication method that you employ will be determined by the recovery pointthatyou choose. For more
information about recovery point options, seethe Recovery Time Objective and Recovery Point Objective section in this
whitepaper.

In additiontorecovery point options, thereare various replication methods, such as synchronous and asynchronous
methods. For more information, seethe Replication of Data sectionin this whitepaper.

You can use a DNSservice that supports weighted routing, such as Amazon Route 53, to route production trafficto
different sites thatdeliverthe same application orservice. A proportion of trafficwill go to your infrastructure in AWS,
and the remainder will go to your on-site infrastructure.

In an on-site disastersituation, you can adjust the DNS weighting and send all trafficto the AWS servers. The capacity of
the AWS service can be rapidly increased to handle the full productionload. You can use Amazon EC2 Auto Scalingto
automate this process. You might need some application logicto detect the failure of the primary database services and
cut overto the parallel database services runningin AWS.

The cost of thisscenariois determined by how much production trafficis handled by AWS during normal operation. In
the recovery phase, you pay only for what you use forthe durationthat the DR environmentis required at full scale. You
can furtherreduce cost by purchasing Amazon EC2 Reserved Instances foryour “always on” AWS servers.

Preparation phase

The following figure shows how you can use the weighted routing policy of the Amazon Route 53 DNS to route a portion
of yourtrafficto the AWS site. The application on AWS might access data sourcesinthe on-site production system. Data
isreplicated ormirrored to the AWS infrastructure.
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Figure 8: The Preparation Phase of the Multi-Site Scenario.
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Key stepsfor preparation:

1. Setupyour AWSenvironmenttoduplicate your production environment.

2. Setup DNS weighting, orsimilartrafficrouting technology, to distributeincoming requests to both sites.
Configure automated failoverto re-route trafficaway from the affectedsite.

Recovery phase

The following figure shows the change in trafficroutingin the event of an on-site disaster. Trafficis cut overto the AWS
infrastructure by updating DNS, and all trafficand supporting data queries are supported by the AWS infrastructure.
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Figure 9: The Recovery Phase of the Multi-Site Scenario Involving On-Site and AWS Infrastructure.

Key stepsforrecovery:
1. Eithermanuallyorby using DNSfailover, change the DNSweighting so thatall requests are senttothe AWS site.
2. Haveapplicationlogicforfailoverto use the local AWS database servers forall queries.

3. Considerusing Auto Scalingto automatically right-size the AWS fleet.

You can furtherincrease the availability of your multi-site solution by designing Multi-AZ architectures. For more
information about how to design applications that span multiple availability zones, see the Building Fault-Tolerant
Applications on AWS whitepaper.
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AWS Production to an AWS DR Solution Using Multiple AWS Regions

Applications deployed on AWS have multi-site capability by means of multiple Availability Zones. Availability Zonesare
distinctlocationsthatare engineered to be insulated from each other. They provide inexpensive, low-latency network
connectivity withinthe same region.

Some applications might have an additionalrequirement to deploy their components using multiple regions; this can be
a business orregulatory requirement.

Any of the preceding scenarios in this whitepaper can be deployed using separate AWS regions. The advantages for both
production and DR scenariosinclude the following:

e Youdon’tneedtonegotiate contracts with another providerinanotherregion
e You can use the same underlying AWS technologies across regions
e You can use the same tools or APIs

For more information, see the Migrating AWS Resources to a New Region whitepaper.

Replication of Data
Whenyou replicate datato a remote location, you should consider these factors:

e Distance between the sites — Larger distances typically are subject to more latency orjitter.

e Available bandwidth — The breadth and variability of the interconnections.

e Data rate required by your application — The data rate should be lowerthan the available bandwidth.

e Replicationtechnology — The replication technology should be parallel (so thatit can use the network
effectively).

There are two main approaches for replicating data: synchronous and asynchronous.
Synchronous replication

Data is atomically updated in multiple locations. This puts a dependency on network performance and availability. In
AWS, Availability Zones within aregion are well connected, but physically separated. Forexample, when deployedin
Multi-AZ mode, Amazon RDS uses synchronous replication to duplicate datain a second Availability Zone. This ensures
that datais not lostif the primary Availability Zone becomes unavailable.

Asynchronous replication

Datais notatomically updatedin multiple locations. Itis transferred as network performance and availability allows, and
the application continues to write datathat might not be fully replicated yet.

Many database systems support asynchronous data replication. The database replica can be located remotely, and the
replicadoes not have to be completely synchronized with the primary database server. Thisis acceptable in many
scenarios, forexample, as a backup source or reporting/read-only use cases. In addition to database systems, you can
alsoextendittonetworkfile systems and datavolumes.

We recommend that you understand the replication technology used in your software solution. A detailed analysisof
replicationtechnology is beyond the scope of this paper.
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AWS regions are completely independent of each other, but there are no differencesin the way you access them and
use them. This enables youto create DR processesthat span continental distances, without the challenges or costs that
thiswould normallyincur. You can back up data and systems totwo or more AWS regions, allowing service restoration
eveninthe face of extremely large-scale disasters. You can use AWS regions to serve your users around the globe with
relatively low complexity to your operational processes.

Failing Back from a Disaster

Once you have restored your primary site to a working state, you will need to restore your normal service, which is often
referredto as a “fail back.” Depending on your DR strategy, this typically means reversing the flow of datareplication so
that any data updates received while the primary site was down can be replicated back, without the loss of data. The
following steps outline the different fail-back approaches:
Backup and restore

1. Freeze datachangesto the DR site.

2. Takea backup.

3. Restorethe backupto the primarysite.

4. Re-pointuserstothe primarysite.

5. Unfreeze the changes.

Pilot light, warm standby, and multi-site

1. Establishreverse mirroring/replication from the DR site back to the primary site, once the primary site has
caught up with the changes.

2. Freeze datachangesto the DR site.
3. Re-pointuserstothe primarysite.

4. Unfreezethe changes.
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Improving Your DR Plan

Thissection describes the important steps you should follow to establish a strong DR plan.
Testing

AfteryourDR solutionisinplace, it needsto be tested. You can test frequently, whichis one of the key advantages of
deployingon AWS. “Game day” is when you exercise afailoverto the DR environment, ensuring that sufficient
documentationisin place to make the process as simple as possible should the real event take place. Spinningup a
duplicate environment fortesting your game-day scenarios is quick and cost-effectiveon AWS, and you typically don’t
need totouch your production environment. You can use AWS CloudFormation to deploy complete environments on
AWS. This uses a template to describe the AWS resources and any associated dependencies or runtime parameters that
are requiredto create a full environment.

Differentiating yourtestsis key to ensuring thatyou are covered against a multitude of different types of disasters. The
following are examples of possible game-day scenarios:

e Powerlosstoa site or asetof servers

e Loss of ISP connectivity toasingle site

e Virusimpactingcore business services that affects multi-sites

e User error that causes the loss of data, requiring a point-in-time recovery

Monitoring and alerting

You needto have regular checks and sufficient monitoringin place toalert you whenyour DR environment has been
impacted by serverfailure, connectivity issues, and applicationissues. Amazon CloudWatch provides access to metrics
about AWS resources, as well as custom metrics that can be application—centricoreven business-centric. You can set up
alarms based on defined thresholds on any of the metrics and, where required, you can set up Amazon SNSto send
alertsin case of unexpected behavior.

You can use any monitoring solutions on AWS, and you can also continue to use any existing monitoringand alerting
tools that your company usesto monitoryourinstance metrics, as well as guest OS stats and application health.

Backups

Afteryou have switched to your DR environment, you should continue to make regular backups. Testing backup and
restore regularly is essential as afall-back solution.

AWS givesyou the flexibility to perform frequent, inexpensive DR tests without needing the DR infrastructure to be
“alwayson.”

Useraccess

You can secure access to resourcesinyour DR environment by using AWS Identity and Access Management (IAM). With
IAM, you can create role-based and user-based security policies that segregate userresponsibilities and restrict user
access to specified resources and tasksin your DR environment.
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System access

You can also create rolesforyour Amazon EC2 resources, so that only users who are assigned to specified roles can
perform defined actions onyour DR environment, such as accessingan Amazon S3 bucket or re-pointing an Elastic|P
address.

Automation

You can automate the deployment of applications onto AWS-based servers and your on-premises servers by using
configuration managementororchestration software. Thisallows you to handle application and configuration change
managementacross both environments with ease. There are several popularorchestration software options available.
For a list of solution providers, seethe AWS Partner Directory.?

AWS CloudFormation works in conjunction with several tools to provision infrastructure servicesin an automated way.
Higherlevels of abstraction are also available with AWS OpsWorks or AWS Elastic Beanstalk. The overall goal isto
automate yourinstances as much as possible. For more information, see the Architecting for the Cloud: Best Practices
whitepaper.

You can use Auto Scaling to ensure that your pool of instancesis appropriately sized to meet the demand based onthe
metrics that you specify in AWS CloudWatch. This meansthatina DR situation, as your user base starts to use the
environment more, the solution can scale up dynamically to meet thisincreased demand. Afterthe eventis overand
usage potentially decreases, the solution can scale back down to a minimum level of servers.

Software Licensing and DR

Ensuringthat you are correctly licensed foryour AWS environmentis asimportantas licensing forany other
environment. AWS provides a variety of models to make licensing easier for you to manage. Forexample, “Bring Your
Own License” is possible forseveral software components or operating systems. Alternately, there is arange of software
for which the cost of the license isincludedin the hourly charge. Thisis known as “License included .”

“Bring your Own License” enablesyou to leverage your existing softwareinvestments during a disaster. “License
included” minimizes up-frontlicense costs fora DR site that doesn’t get used on a day-to-day basis.

If at any stage you are in doubtabout yourlicenses and how they apply to AWS, contact your license reseller.

Conclusion

Many options and variations for DR exist. This paperhighlights some of the common scenarios, ranging from simple
backup and restore to faulttolerant, multi-site solutions. AWS gives you fine-grained control and many building blocks
to build the appropriate DR solution, given your DR objectives (RTO and RPO) and budget. The AWS services are
available on-demand, and you pay only for what you use. Thisis a key advantage for DR, where significantinfrastructure
isneeded quickly, butonlyinthe eventof a disaster.

This whitepaper has shown how AWS provides flexible, cost-effective infrastructure solutions, enabling you to have a
more effective DR plan.

3 Solution providers can be found at http://aws.amazon.com/solutions/solution-providers/
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Further Reading

Amazon S3 Getting Started Guide: http://docs.amazonwebservices.com/AmazonS3/latest/gsg/

Amazon EC2 Getting Started Guide:
http://docs.amazonwebservices.com/AWSEC2/latest/GettingStartedGuide/

AWS Partner Directory (fora list of AWS solution providers):
http://aws.amazon.com/solutions/solution-providers/

AWS Security and Compliance Center: http://aws.amazon.com/security/

AWS Architecture Center: http://aws.amazon.com/architecture

Whitepaper: Designing Fault-Tolerant Applicationsin the AWS Cloud

Other AWS technical whitepapers: http://aws.amazon.com/whitepapers

Document Revisions

We’ve made the following changes to this whitepaper since its original publicationin January, 2012:

Page 22 of 22

Updated information about AWS regions

Addedinformation about new services: Amazon Glacier, Amazon Redshift, AWS OpsWorks, AWS Elastic
Beanstalk, and Amazon DynamoDB

Addedinformation about elasticnetwork interfaces (ENIs)
Addedinformation about various features of AWS services for DR scenarios using multiple AWS regions

Added information about AWS Storage Gateway virtual tape libraries
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